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Earthquakes are among the most hazardous natural disasters, posing significant threats to in-

frastructure, property and human life. This is primarily due to the sudden nature of earthquakes, 

which often provide little to no time for preparation. Consequently, the issue of earthquake 

prediction is crucial for human safety. Developing a reliable and highly accurate earthquake 

prediction model using machine learning (ML) methods can enhance our understanding of these 

complex natural phenomena, ultimately aiding in preserving lives and mitigating earthquake-

related damage. In this study, we propose a novel feature selection approach that integrates two 

methods: normalisation based on analysis of variance and the Chi-squared technique, along 

with correlation based on Logistic Regression (CLR-AVCH). This approach aims to identify 

the most relevant features to expedite model training, minimise errors and optimise outcomes. 

We employ three algorithms (Support Vector Machine, Decision Tree and Random Forest) to 

uncover and identify patterns in the collected data. A soft voting classifier is then constructed, 

combining the best-performing models (Decision Tree and Random Forest) to create a unified 

model that leverages both strengths, improving prediction accuracy. The proposed methodol-

ogy achieves high-performance metrics, including accuracy, F1 score, recall and precision 

(0.99, 0.98, 0.98 and 0.98, respectively). Future work will focus on implementing new feature 

selection techniques alongside hybrid algorithms with soft voting classifiers to enhance diag-

nostic capabilities. 
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1. Introduction 

An earthquake is defined as a mild to severe shaking of the Earth caused by the abrupt displacement 

of rocks beneath the surface. There are four primary types of earthquakes: volcanic, tectonic, explosion and 

collapse. Tectonic earthquakes occur at the boundaries of tectonic plates, resulting from geological forces 

that break the Earth's crust and alter the material and chemical composition. Although tectonic plates move 

slowly, friction can cause them to become trapped at their edges. An earthquake occurs when the stress at 

the edge exceeds the friction, releasing energy through waves that travel through Earth's crust, producing 
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the shaking we experience [1]. Like other natural disasters, earthquakes can cause significant damage, in-

juries and financial losses. They occur daily worldwide, with countries such as Indonesia, Japan, Turkey, 

Southern California, Taiwan and Iran particularly vulnerable.  

People typically feel earthquakes with a magnitude greater than 2.5, while those below this threshold 

are not. Highly damaging earthquakes usually have a magnitude greater than 4.5 [2]. Such catastrophic 

events can lead to massive fatalities, prompting scientists to invest considerable effort into mitigating their 

negative impacts. Timely notifications are crucial, as inaccurate alerts can result in unnecessary losses. 

Predicting these events has become one of the most pressing challenges with the increasing frequency and 

likelihood of natural disasters, particularly earthquakes. Detecting earthquakes and ground noise in the field 

is difficult due to various factors, but the capabilities of artificial intelligence and advanced sensor technol-

ogy can help identify subtle signals that may go unnoticed by humans. One advantage of machine learning 

is its ability to quickly extract signals obscured by noise, thereby reducing human losses and material dam-

age. Machine learning techniques offer numerous capabilities supporting earthquake early warning systems 

[1], facilitating early detection and prompt responses to minimise damage. 

While it is true that humans cannot prevent earthquakes, they can take preventative measures and 

safeguards to mitigate their negative impacts by employing ML approaches for predicting earthquake mag-

nitudes [3]. Various techniques, including devices, sensors, electrical and magnetic waves, or seismic indi-

cators derived from the analysis of historical earthquake data, can be used to estimate earthquake magni-

tudes [1]. Although no model can guarantee 100% accuracy, efforts are made to improve predictive accu-

racy as much as possible [4].  

Several factors, such as the number of records in the dataset, the quantity of features (input indicators) 

and the nature of the problem (regression or classification), influence the suitability of a given ML algo-

rithm. Therefore, we will utilise a variety of ML algorithms and compare their outcomes to identify the 

most appropriate for the task at hand [5]. Earthquakes are among the most destructive natural disasters 

globally, often resulting in severe injuries or loss of life. They typically occur suddenly. The goal of earth-

quake prediction is to use available data to identify three key elements: the location, timing and magnitude 

of future earthquakes. This approach is an effective means of reducing earthquake-related losses. Accurate 

earthquake prediction could significantly lessen seismic damage, making it crucial for nations and their 

citizens. Consequently, there is a growing interest in academic research focused on seismic event prediction 

[6]. 

2. Related Work 

This section summarises prior research and describes various methods employed to predict and clas-

sify earthquakes: 

https://doi.org/10.53898/josse2024424
https://engiscience.com/index.php/josse


O. Atiyah et al., 2024 76 
 

 
Journal of Studies in Science and Engineering. 2024, 4(2), 74-93. https://doi.org/10.53898/josse2024424 https://engiscience.com/index.php/josse 

Koehler, et al. [7] utilised a large dataset of earthquakes recorded by well-covered seismic stations in 

Japan's subduction zone. The study aimed to predict earthquakes using a classification method and applied 

a deep learning (DL) network to determine whether a time series lasting more than two years would culmi-

nate in an earthquake with a magnitude greater than five the following day. The authors developed a unique 

progressive training approach for the model, which was assessed using data from Japan from 2002 to 2020. 

The model achieved an overall accuracy of 72.3%. While this classification's accuracy surpassed the base-

line, further improvements are necessary with additional data in the future [6].  

An, et al. [8] conducted several simulation tests on missing data for earthquake prediction and pro-

posed a recommendation system that combines the DIN model with MLP. This method integrates missing 

data handling with predictions regarding seismic stations based on the DIN model. The proposed method 

significantly enhances prediction accuracy compared to the original DIN model. Comparative experiments 

confirmed the technique's efficacy, demonstrating that the GAUC of the DIN–MLP model reached 0.69, 

an 11% improvement over the original DIN model. This highlights the algorithm's potential benefits for 

predicting earthquakes with missing data, although there remains a need to enhance monitoring accuracy 

and efficiency [8]. 

Sajan, et al. [9] evaluated the performance of each classifier concerning four popular ML prediction 

algorithms based on rehabilitation and damage scores. The researchers created and tested ML models using 

Random Forest, Decision Tree, Logistic Regression and XGBoost methods. The study found that the 

XGBoost algorithm predicted building collapse and strengthening with approximately 82% greater accu-

racy than other algorithms. However, there is still a need to develop prediction models to achieve the re-

quired accuracy [9]. 

Yang, et al. [10] proposed an automated regression model based on ML, called Auto-REP.  Their 

contribution to Auto-REP lies in the automated development of a regression pipeline using laboratory seis-

mic data, which ultimately yields predictions regarding laboratory earthquake occurrences. The automated 

process also incorporates modelling, optimisation, feature selection and feature extraction algorithms. It 

utilises a Bayesian approach for optimising the hyperparameters of the model. Previous experimental re-

sults indicated that the model achieved MSE and MAE results of 1.48, 1.51 and 1.52, 1.59 on the test and 

training datasets, respectively. The models require further improvement to enhance predictions of labora-

tory earthquakes [10]. 

Berhich, et al. [11] proposed a location-based earthquake prediction model that employs recurrent 

neural network (RNN) methods. To provide location-based predictions, a K-Means approach was used to 

cluster the seismic dataset according to geographic parameters (latitude and longitude). Each group was 

further divided into two distinct subgroups: seismic events with an average magnitude between 2 and 5 

constituted the first group, while events with a magnitude greater than 5 formed the second group [11]. The 
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results of the models used to assess the model's strengths were not disclosed. 

3. Material and Method 

Many machine learning algorithms are designed for classification. This section presents the most 

common classification algorithms in machine learning and details relevant to this paper. 

3.1. Random Forest (RF) 

The Random Forest algorithm is one of the most popular machine learning supervised models, appli-

cable to regression analysis and classification. The Random Forest combines many Decision Trees with the 

training dataset and employs a bagging technique for regression and classification tasks. A specific Deci-

sion Tree represents each class prediction, and the votes from these trees are aggregated. The class with the 

most votes is selected as the final class [12]. The Random Forest comprises a tree structure, with each tree 

belonging to the classifier groups contained within it. Let the Random Forest contain k trees of classifiers 

defined as h(x,Θn) for n = 1,2,...,k, where {Θn}n k = 1 is a set of independent random vectors distributed 

symmetrically, and the input is x. Each tree votes for the most popular category at input x [13]. Once the 

RF training is completed using k trees, the testing phase employs shared majority voting among these 

distinct trees: 

    𝐻(𝑥)  =  𝑎𝑟𝑔𝑚𝑎𝑥𝑌 ∑𝑘 𝑖 = 1 𝐼(ℎ𝑖(𝑥)  =  𝑌)                               (1) 

𝐻(𝑥) is a classification model mixture, with the input variable Y, ℎ𝑖 representing the model of one Decision 

Tree, and (𝐼) being the indicator task [12]. The Random Forest classifier is a collection of methods that 

trains numerous Decision Trees through parallel bootstrapping followed by aggregation, all defined as bag-

ging. The individual Decision Tree ensemble contributes to the final decision made by the Random Forest 

classifier.  

3.2. Decision Tree (DT) 

A Decision Tree is employed to address regression and classification problems and is classified as a 

supervised algorithm. The Decision Tree aims to create a training model that predicts class outcomes by 

learning simple decision rules based on previous data. Decision Tree learning is a widely used predictive 

modelling technique in data mining, machine learning and statistics. It utilises a Decision Tree to derive 

conclusions about the value of an item based on its attributes [14]. Classification involves a target variable 

that can assume a discrete set of values within a tree structure. The nodes and leaves of the tree correspond 
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to class names, while the branches represent the attributes leading to those class labels. Regression trees 

are Decision Trees where the target variable can take continuous values.  

Decision Trees are popular in machine learning due to their simplicity and clarity, enabling well-

defined decision-making. The model is trained using the training data, which is then used to predict out-

comes for the test data during the prediction phase [15]. Algorithms that create Decision Trees begin from 

the top down, selecting a variable at each step and partitioning the set of elements accordingly [16]. Differ-

ent algorithms employ various metrics to determine the best variable for partitioning. These metrics assess 

the subgroup of the target variable for matching. The Gini impurity (named after Italian mathematician Gini 

Corrado) is commonly used in these algorithms to determine the frequency of incorrect classifications from 

the set. If the distribution of labels in the subgroup is randomised, Gini impurity can be calculated for a set 

of items using the following equation: 

          𝐼𝐺(𝑝) = 1 −  ∑ 𝑝𝑖
2𝑗

𝑖=1                                           (2) 

Decision Tree algorithms utilise the concept of entropy to obtain information content. Entropy is 

defined as follows: 

            𝐻(𝑇) =  − ∑ 𝑝𝑖 𝑙𝑜𝑔2 𝑝𝑖
𝑗
𝑖=1                                        (3) 

where pi is a fractional number that sums to 1, representing the percentage of each class present in the child 

node resulting from the split in the tree. 

       = − ∑ 𝑝𝑖 𝑙𝑜𝑔2 𝑝𝑖 − ∑ −𝑝𝑟(𝑖|𝑎)𝑙𝑜𝑔2 𝑝𝑟(𝑖|𝑎)
𝑗
𝑖=1

𝑗
𝑖=1                      (4) 

3.3. Support Vector Machine (SVM) 

A support Vector Machine is a supervised machine learning algorithm that determines the new data 

class for discrete and continuous tag data problems. It retains training data to predict scores by calculating 

similarities between the training instances and the input data. Introduced in 1995, the SVM algorithm ad-

dresses various classification and regression problems. This method is based on statistical learning theory 

[17], making it one of the most common classification techniques. As previously mentioned, SVM is a 

supervised classification technique that provides sequences of inputs with their labels, defined by the indi-

cator properties of these inputs [18]. It aims to determine the excess level representing the largest category 

margin. The vector feature of these inputs defines the structures. This technique generates superior recog-

nition of the two groups to separate categories completely. It comprises two vectors parallel to the classifier, 

with the distance between these parallel vectors referred to as the margin. The edge vectors are known as 
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support vectors. SVM seeks to partition the data using the hyperplane and extend this to nonlinear bound-

aries using the kernel trick [19]. The following equations are used for classification: 

                  𝑊 =  ∑𝑛 𝑖 = 1 𝑎𝑖 𝑦𝑖 𝑥𝑖 =  0                              (5) 

                  𝑊𝑇 𝑥 +  𝑏 =  0 ;   x is on the line                         (6) 

                  𝑊𝑇 𝑥 +  𝑏 >  0;   x is above the line                      (7) 

                  𝑊𝑇 𝑥 +  𝑏 <  0;   x is below the line                      (8) 

where w is the hyperplane vector. The radial basis function of the kernel is calculated as follows: 

                      𝑌 =  𝑊𝑇 (𝑥) +  𝑏                                  (9) 

To achieve partitioning, the data must be greater than zero. Among all possible hyperplanes, SVM 

selects the one with the largest margin. If the training data is extensive and all test vectors are found within 

a radius r of the training vector, the currently defined hyperplane is positioned as far away from the data as 

possible [20]. 

4. Methodology 

This study proposes a methodology that employs the voting classifier method, which combines mul-

tiple models to achieve optimal prediction accuracy for earthquake diagnosis. The following subsections 

provide further details on the voting classifier. The proposed methodology consists of three main phases: 

the preprocessing phase, feature selection and prediction phase, as illustrated in Figure 1. Before detailing 

these phases, we will describe the dataset used in this study. The earthquake dataset from the Kaggle re-

pository contains two classes: tsunami (1) for events in oceanic regions and otherwise (0). It includes nu-

merical and categorical data stored in a CSV format, comprising 78,219 records of earthquakes from 2001 

to 2023 [21]. The dataset includes the following columns: 

1. date-time: time and date 

2. magnitude: the earthquake's magnitude 

3. title: title name assigned to the earthquake 

4. alert: the alert level – 'yellow', 'green', 'red' and 'orange' 

5. mmi: the maximum estimated instrumental event intensity 

6. cdi: the maximum reported intensity regarding the event range 

7. tsunami: '1' for events in oceanic regions and '0' otherwise 
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8. sig: a number that describes the significance of the event. The larger the number, the more significant 

the event. Multiple factors, including magnitude, determine this value, felt reports, maximum MMI and 

estimated impact 

9. net: data contributor ID, identifying the preferred information source for this event 

10. nst: the total number of seismic stations utilised to determine the earthquake's location 

11. dmin: horizontal distance from the epicentre to the nearest station 

12. gap: the largest azimuthal gap between azimuthally adjacent stations (in degrees). Generally, the smaller 

this number, the more reliable the estimated horizontal position of the earthquake. Earthquakes with an 

azimuthal gap greater than 180° typically have significant location and depth uncertainties 

13. magType: the algorithm or method used to calculate the preferred magnitude for the event 

14. depth: the depth at which the earthquake begins to rupture 

15. latitude: the coordinate system used to describe and determine the location of any place on the Earth's 

surface 

16. longitude: also a coordinate system used to describe and determine the location or position of any place 

on the Earth's surface 

17. location: location within the country 

18. continent: the continent where the earthquake occurred 

19. country: affected country 

4.1.  Preprocessing Phase 

In this phase, we perform a series of initial operations on the dataset to enhance data quality and 

ensure the classification model functions effectively. The primary operations in this phase include cleaning, 

balancing and label encoding of the dataset. 

4.2.  Analysing Dataset 

Data analysis involves several steps but will focus on the most critical stages. First, we check for 

missing values: this step is essential to determine if the data contains missing entries, which can be ad-

dressed by replacing numeric missing data with the mean or categorical missing data with neighbouring 

values. Table 1 illustrates the missing data before and after handling. Second, we assess the data types of 

the features and identify which features (columns) are beneficial for model development, as shown in Table 

1. We will drop features that do not contribute to prediction, such as title, location, country or continent. 
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Figure 1. Depicts a system workflow 

4.3.  Correlation 

Correlation indicates the relationship between pairs of variables. A correlation matrix is plotted to 

illustrate the degree of correlation between variables [22]. Figure 2 displays the correlation heatmap among 

features, with the scale measuring the correlation degree across all features, where correlation values range 

from [-1,1]. A score of (1) indicates a perfect positive correlation between two features, a score of (0) 

indicates no correlation, and a score of (-1) indicates an inversely proportional correlation. 

4.4. Data Encoding 

Ratio scale variables and qualitative factors in the classification process typically influence the de-

pendent variables. Consequently, these categorical variables must be transformed into numerical values 

using encoding techniques, as ML algorithms only accept numerical inputs [23, 24]. The categorical col-

umns are transformed to obtain numeric values, as illustrated in Figure 3. In this stage, label encoding will 

encode the three categorical variables. 
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Table 1. Summary of the analyzing dataset 

Seq. Features Missing data After handling Types 

0 Title 0 0 Object 

1 Magnitude 0 0 float64 

2 date time 0 0 Object 

3 Cdi 0 0 int64 

4 Mmi 0 0 int64 

5 Alert 367 0 Object 

6 Tsunami 0 0 int64 

7 Sig 0 0 int64 

8 Net 0 0 object 

9 Nst 0 0 int64 

10 Dmin 0 0 float64 

11 Gap 0 0 float64 

12 magType 0 0 Object 

13 Depth 0 0 float64 

14 Latitude 0 0 float64 

15 Longitude 0 0 float64 

16 Location 0 0 Object 

17 Continent 0 0 Object 

18 Country 0 0 Object 

 

Figure 2. Shows the correlations  
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4.5. Balancing Dataset 

Unequal categories in an unbalanced dataset can lead to bias due to subjective interpretation or un-

derestimation of specific characteristics or categories. Bias refers to the systematic deviation of data from 

the true value, resulting in distorted results and inaccuracies in measurement tools or techniques used for 

prediction, ultimately leading to incorrect conclusions. For the classification model, balancing the dataset 

is crucial to achieving higher accuracy without bias. An imbalanced dataset can hinder the classification 

and training stages, as classifiers may have insufficient data to understand the features of a particular class. 

The Synthetic Minority Oversampling (SMOTE) technique is one of the most effective methods for bal-

ancing datasets, helping mitigate the overfitting problem of simple oversampling. SMOTE employs nearest 

neighbour algorithms to generate synthetic new data for training models. Unlike standard up-sampling, this 

paper utilises SMOTE to generate new data points for minority classes, thereby balancing the dataset and 

increasing the likelihood of successful learning [25]. Figure 4 illustrates the dataset before and after bal-

ancing. 

4.6. Data Normalisation 

Normalisation is a technique commonly applied during data preparation for machine learning in the 

preprocessing stage. Normalisation aims to scale features to a similar range, enhancing the model's func-

tionality and training stability while improving data integrity and accuracy [26]. We employed the 

MinMaxScaler function, which scales each feature individually to a specified maximum and minimum 

value, with default values of 1 and 0. 

4.7. Feature Selection Phase 

Before selecting the model that best fits our dataset, choosing the appropriate features for training the 

model to achieve optimal results is essential. Reducing redundant data enhances modelling accuracy, min-

imises misleading data and results in faster algorithms. Thus, the primary goal of feature selection is to 

improve accuracy, reduce training time and decrease overfitting [27]. In this phase, we present a proposed 

method that combines techniques from the filter method, correlation based on Logistic Regression with 

normalisation and analysis of variance (ANOVA), and the Chi-squared technique (CL-ANCH).  

Figure 5 illustrates the proposed method of our work. First, correlation analysis with Logistic Regres-

sion employs the function (logis. coef) to reveal the correlation between features and the target value, pro-

ducing a distinct set of correlation factors (unrelated to the correlation matrix).  
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Figure 3. Depicts the data encoding 

 

 

 

 

 

 

 

 

 

Figure 4. Shows apply SMOTE technique 

 

(a) Data before encoding 

 

(b) Data after encoding 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

figure -3 This figure depicts the data encoding. 
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We collect the highly correlated features that share common elements into one set. Our processing 

retains the common features with the best values and discards the remaining features in each group. Second, 

we apply correlation for numerical data using logistic regression with normalisation and ANOVA, a statis-

tical technique for comparing variances through group averages. The P-value resulting from ANOVA in-

dicates the difference between the group variance and within-group variance. The variance between corre-

lated features is calculated using the ANOVA function, which determines the difference between every two 

interconnected features and selects values between 0.05 and 0, which are significant as they are close to 0 

or equality, thus preventing dominance in classification. This ultimately produces a value that allows us to 

conclude whether the null hypothesis is rejected or supported. A large difference between features results 

in a larger P-value, leading to the rejection of the null hypothesis. This model enhances data importance, 

rendering all numerical features significant variables due to the P-value of ANOVA < 0.05.  

Table 2 displays the feature selection results for numerical data. For categorical data, correlation is 

applied using logistic regression with normalisation and the Chi-squared technique, a statistical test used to 

examine the variance between the correlation of randomly selected categorical features to assess the fit 

between observed and expected results. Candidate feature variables are removed when they are irrelevant 

to the problem, meaning correlation between the categorical features is calculated, and values between 0.05 

and 0 are selected, indicating ideal correlation. This model demonstrates that all categorical features are 

significant, as the Chi-squared P-value is < 0.05.  

Proposed method first identifies features with correlation values less than 1 by analysing the correla-

tion heatmap of features shown in Figure 2. Second, it merges sets of interrelated features containing com-

mon elements into one group. Third, we apply ANOVA and Chi-squared techniques to compare variances 

through the averages of different groups and identify P-values of features less than 0.05. Finally, the re-

maining features in each group are removed from the dataset (Table 2). Figure 5 illustrates the proposed 

method of our work. The outcome of the suggested approach for feature selection is eliminating unim-

portant features that hinder the ML model's performance while retaining features that facilitate accurate 

learning and optimal classification accuracy. 

4.8. Splitting the Dataset 

After preprocessing the dataset and appropriately selecting features, the dataset is ready for predic-

tions using ML algorithms. In this section, we split the dataset (training = 0.8 and testing = 0.2) using k-

fold cross-validation (k = 5). 
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Figure 5. Shows the proposed method 

 

Table 2. Display the Feature Selection Phase 

Features With feature selection With proposed method  

magnitude  1.44 0.022 

depth  3.02 0.002 

mmi  -0.25 0.003 

sig  3.08 0.01 

alert  -0.078 0.03 

magType  -3.40 0.04 

net  -5.8 0.007 

tsunami  0.457333 0.004 

4.9. Applying Models and Results 

The Scikit-Learn library was employed as one of the most important libraries in machine learning, 

providing simple and effective tools for data analysis and predictive model building, including classifica-

tion, regression, clustering, dimensionality reduction and model selection. Each algorithm is implemented 

in a consistent programming format, allowing users to switch between different algorithms and compare 

their performance. Scikit-Learn supports numerous preprocessing techniques, evaluation metrics and model 

validation methods, making it a comprehensive toolkit for machine learning [28]. 

After completing data preprocessing, the dataset was imported into Jupyter Notebook using Python 

code, and the findings were subsequently reviewed and explained. The imported data was scanned for 

missing values using the isnull() sum() function, and outliers were identified and addressed appropriately 

during the modelling stage. The dataset employed for this study is reliable, with tsunami labelled as '1' for 

Merge a set correlation features that had common features into one group 

Apply logistic regression  

Use normalization and the Chi-squared and ANOVA and the choose the features if the P-value < 0.05. 

Drop the remaining features  

 Find every feature have correlation score < 0.5 

Dataset  
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events in oceanic regions and '0' otherwise. Categorical data is encoded, as the selected algorithms perform 

optimally with scalar values. The dataset was split after these actions, and ML algorithms were applied for 

predictions. To identify algorithms with high accuracy, random search methods were employed to facilitate 

rapid training for hyperparameters. Random search selects values randomly from a specified set of numbers, 

attempting various hyperparameters and measuring the model's performance. Ultimately, it identifies the 

parameters that yield the best results. This method reduces unnecessary attempts by computing a fixed 

number of hyperparameters. Random search provides better and faster results than other methods, and hy-

perparameter tuning was performed using a weights package. Table 3 presents the tuned hyperparameters 

of the algorithms [28]. 

Table 3. The hyperparameters were tuned 

Algorithm Hyperparameters Value 

Random forest 

n_estimators 100 

max_leaf_nodes 9 

max_features sqrt 

max_depth 9 

Decision Tree 

criterion entropy 

max_features 8 

max_depth 3 

min_samples_leaf 7 

Support Vector Machine 

kernel rbf 

gamma 0.1 

C  10 

4.10.  Voting Classifier 

The voting classifier is an ensemble classifier that relies on AI models, combining a specific set of 

models to produce a single model that incorporates the strengths of the combined models, resulting in op-

timal prediction accuracy [29]. 

After applying ML algorithms to the dataset, the algorithms selected for this purpose were those with 

the highest accuracy, ensuring their results were closely aligned to prevent confusion regarding the 

strengths and weaknesses of the classifiers. Consequently, a soft voting classifier was generated, incorpo-

rating only the strengths of the classifiers. The algorithms that achieved the highest results were chosen 

(Decision Tree and Random Forest). 
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Here, we use a soft voting classifier and input two ML models (Decision Tree and Random Forest), 

which yielded the best results when used with a voting classifier on this dataset based on a series of exper-

iments. This classifier operates probabilistically, with each input model producing a probability value for 

class 0 and class 1. In the final result, the soft voting classifier utilises the highest probability from all input 

models, as illustrated in Figure 6. In summary, our proposed methodology involves initial treatments to 

enhance the dataset, followed by selecting the best features through the proposed method, which is then 

utilised by the soft voting classifier to achieve the optimal classification of earthquake types, specifically 

whether they are tsunamis. 

 

 

 

 

Figure 6. Display the proposed model (soft voting classifier) 

4.11. Evaluation 

Three commonly utilised algorithms are employed to assist in finding patterns in the acquired data 

once testing is complete and the trained model has been loaded, as previously described. At this stage of 

the investigation, the outcomes produced by the algorithms will be presented and discussed. The perfor-

mance of each algorithm or approach was measured to assess its effectiveness, and the analysis findings 

were computed for this study based on the confusion matrix. Several metrics were employed, including 

accuracy, which is significant in cases where incorrect predictions may have serious consequences affecting 

decision-making, as it measures the proportion of correctly predicted positive cases out of all positive pre-

dictions made by the model. This metric helps us understand the model's performance in determining the 

best model; however, imbalanced datasets can influence accuracy, where the number of positive instances 

is much smaller than the number of negative instances. In such cases, the model may achieve high accuracy 

simply by classifying all cases as negative, leading to overfitting. Therefore, accuracy should be used in 

conjunction with other metrics while checking the balance of the dataset. Precision measures the number 

of correct predictions made by the model of the target class, while recall assesses the efficiency of the ML 

model in detecting objects within the target class. These metrics are essential for evaluating the model's 

     DT RF 

Average probability high is the best prediction 

        Sum: Class (0,1), average probability sum for (1 and 0) 
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performance. The F1 score is more appropriate, representing the harmonic mean of recall and precision. 

The F1 score is particularly important for assessing model performance when the dataset is imbalanced, as 

it considers the number of incorrect predictions and the types of errors (false negatives and false positives). 

The proposed model (soft voting classifier) was constructed by selecting the two best algorithms based on 

the results. We compared the performance results of the models used (Support Vector Machine, Decision 

Tree and Random Forest) with the proposed model (soft voting classifier) using the presented methodology, 

where the features obtained from the proposed feature selection method (CLR-ANCH) were utilised, and 

the dataset was split into testing and training sets, with data passed to the classifiers. Table 3 presents the 

comparison results of these models. The proposed model's soft voting classifier demonstrates the highest 

accuracy. 

Table 4 indicates that the soft voting classifier achieves the highest accuracy (99%), F1 score (0.98), 

recall (0.98) and precision (0.99) because the voting classifier integrates the three models into one model 

that harnesses the strengths of these combined models, leading to optimal prediction accuracy. Figure 7 

displays the ROC and DET curves for the Support Vector Machine, Decision Tree, Random Forest and the 

soft voting classifier, including the models it comprises (Decision Tree and Random Forest).  

The proposed method contributed to selecting appropriate features that were less redundant and less 

noisy, which helped improve the results compared to conventional feature selection methods. Selecting the 

best features for model training is crucial for expediting the model's performance, minimising errors and 

achieving optimal results. Figure 8 illustrates the accuracy results of models before and after implementing 

the proposed method. Figure 9 presents the F-Score performance results for the classifiers based on the 

important performance scaling factors. 

Table 4. Displays the results of models 

Models 

Confusion Matrix 

Accuracy F1_score Recall Precision TP FP 

FN TN 

DT 
63 3 

0.97 0.97 0.98 0.95 
1 90 

SVM 
55 5 

0.90 0.88 0.85 0.92 
9 87 

RF 
63 2 

0.98 0.98 0.98 0.97 
1 91 

Voting model 
63 1 

0.99 0.98 0.98 0.98 
1 92 
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Table 5 compares the methods applied in related works with our proposed method for earthquake 

prediction. The proposed method achieved superior results due to its reliance on the new approach for 

selecting the best features and the soft voting model that combines the most effective algorithms, ultimately 

leading to improved outcomes. 

 

 

 

 

 

 

 

 

Figure 7. Display the ROC and DET curves 

 

 

 

Figure 8. Displays the accuracy result of the models 

 

Figure 9. Displays the result F-Score 

0.88

0.97 0.98 0.98

0

0.2

0.4

0.6

0.8

1

SVM (SVC) DT RF Voting model

F1 scores

Voting
model

RF DT SVM

 with  feature selection
proposed

0.99 0.98 0.97 0.9

with feature selection normal 0.91 0.90 0.89 0.83

0
0.2
0.4
0.6
0.8

1

accuracy
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Table 5. Displays a comparison between the proposed method and related works 

  Research Dataset Methodology Evaluation Metrics Performance 

Koehler, et al. [7] Earthquakes Utilizing a deep Learning network model to 

forecast earthquakes. 

accuracy 72.3% 

  An, et al. [8] Earthquakes They used a model that blends the DIN with 

MLP to predict earthquakes. 

AUC 0.69 

  Sajan, et al. [9] Earthquakes Using ML models such as decision trees, lo-

gistic regression, random forest, and 

XGBoost methods predicts earthquakes and 

building collapse. 

accuracy 82% 

Yang, et al. [10] Earthquakes The authors suggested an automated regres-

sion model that depends on ML, called Auto-

REP, to predict earthquake occurrence. 

MSE, MAE 1.48, 1.51 

The proposed model  Earthquakes a Soft Voting Classifier accuracy 0.99 

5. Conclusion 

This section presents the performance results in terms of accuracy, F1 score, recall, precision, AUC 

and ROC curves. The proposed methodology encompasses dataset preprocessing, data normalisation and 

feature selection using correlation based on Logistic Regression with normalisation, analysis of variance 

(ANOVA) and Chi-squared techniques (CL-ANCH) to identify the best features and improvements, bal-

ancing the dataset to align with algorithms, and splitting the dataset. The algorithms employed, including 

the voting classifier, Support Vector Machine, Decision Tree and Random Forest, yielded accuracy results 

of (0.99, 0.90, 0.97 and 0.98, respectively). The proposed model (soft voting classifier) enhances perfor-

mance and incorporates two models (Decision Tree and Random Forest). A comparison was made between 

the performance of this model and the proposed model to demonstrate the efficiency and strength of our 

proposed model in the prediction process. The proposed methodology outperforms previous work, achiev-

ing an accuracy of 0.99, an F1 score of 0.98, a recall of 0.98 and a precision of 0.98. The proposed meth-

odology successfully built a model to select the most influential features for optimal prediction accuracy. 

We observed that the models achieved better results than before. Finally, the study's future goal is to im-

plement additional feature selection techniques while employing hybrid algorithms with soft voting classi-

fiers to enhance earthquake diagnosis and prediction. 
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